NOTES ON
REGRESSION ANALYSIS
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e Regression equation of Y on X
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3.  Regression coefficients

e Regression coefficient of Y on X
e Regression coefficient of X on Y

e Properties of regression coefficients

4.  Properties of regression lines
5. Identification of regression lines
6.  Comparison between correlation and regression
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Regression equation of Y on X

The regression equation of Y on X is constructed by the assumption that X is the
independent variable and Y is the dependent variable.

The regression equation of Y on X is of the form,

y—)7=by)( (x—)?)

Where b is called the regression coefficient of Y on X, definedas b _ Cov(X.Y) . (more on
rx YX V(X)

regression coefficients is described in next session).
Regression equation of XonY

The regression equation of X on Y is constructed by the assumption that Y is the
independent variable and X is the dependent variable.

The regression equation of X on Y is of the form, 6 OGY
S

x-T=byy (y-7) Academy
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Where b is called the regression coefficient of X on Y, definedas b _ Cov(X.Y)
" vy

3. The regression coefficients
As mentioned in the above, there are two types of regression coefficients.

Regression coefficient of Y on X
Y (I
Itis definedas b _ Cov(X.,Y) , Y

X — V(X) - 12 -,
* 2 (1-1)

The simplified formula used for calculation is:

b, = nyxy- XXy
anz—(Zx)z

Regression coefficient of Xon Y

Ly (x-x)(r-1)
_Cov(X.)Y) _p

It is defined as b, V()

R0}
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The simplified formula used for calculation is:

£

_nXxy-Xxxny
o n2y-(Zy) g g?lgmvy
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Properties of regression coefficients

e Intheregression line of Y on X, b,, is the regression coefficient of Y on X.
e Intheregression line of X onY, by, is the regression coefficient of X on Y.
o Ifthe regression line of Y on X is expressed in the form y=ax+b, then b,, =q.
o Ifthe regression line of X on Y is expressed in the form x =cy +d , then b,, =c.

e The sign of both regression coefficients will be the same. Either both are +ve or both are
-ve.

e The product of both the coefficients is less than or equal to 1.

» If one of the regression coefficients is greater than 1, then the other must be less than 1.
Both of them can be less than 1 simultaneously.

o Correlation coefficient is the geometric mean of the regression coefficients.

ie, r= ,bYX bXY
Explanation

we have b _ Cov(X.Y) . _ Cov(X.Y)

Tr(X) X p(y)
b _ Cov(X,Y) Cov(X.Y) _ (COV(X,Y))2
wl Oyy V(X) V(Y) VX)LV (Y)
o b1y o @XN)_(CwxnT_
Yx XY 2

2
o%Bo’, g oylo, g

1 2 _ 7 =
ie,r>=b 1b r=0 |p, @b,

)26 XY
0] o
=7 Y =7/ X
e byl —and b, =1l —
O-X O-Y
Explanation
Cov(X,Y
We have the correlation coefficient, r = (—)
o,lo,

m Cov(X,Y)=r0lo ,Bo,
Now, py ~ CoVX.Y) _Cov(X,Y) _rBo, 1o, =ri W
7 (X) o o o
X X X
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Similrly. b, - CMX.Y) _ CouX.) _rBo, iy =ri o
o o o
) :

Y Y

« Regression coefficients are not symmetric. ie, in general, b,y s by, .

4. Properties of regression lines

We have two regression lines, the regression line Y on X and the regression line of X on Y.

The following are some properties of regression lines. 6 OGY

« The two lines intersect at the point (x, ). ~® Academy
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« The regression lines will be perpendicular if the correlation coefficient » =0.

» The regression lines will coincide if the correlation coefficient is perfect (» =£1).
5. Identification of regression lines

Suppose we are given two regression lines. Sometimes we have to identify them. That is
we have to identify which is the regression line of Y on X and which the regression line of X on
Y.

At the first step we have to assume one of them as the regression line of Y on X and the other
as the regression line of X on Y.

Express the regression line of Y on X in the form y =ax+b . Then b,, =a
Express the regression line of X on Y in the form x=cy+d . Then b,, =c¢

Find b,, 0 b,, . If it is less than or equal to 1, our assumption is right.

6. Comparison between correlation and regression

Regression Correlation

Regression deals with the study | Correlation deals with the

of the nature of relationship study of the degree of

between the variables relationship between the
variables.

Regression is not symmetric Correlation is symmetric

Regression is the cause and Correlation is the association

effect relationship between between the variables.

the variables

Regression is used for Correlation is not used for

prediction prediction

Regression is not reversible Correlation is reversible
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